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a b s t r a c t

The application of the GUM (Guide to the expression of Uncertainty in Measurement) to calculate standard
uncertainties for routine uranium isotope mass spectrometry measurements for nuclear safeguards and
nuclear metrology is introduced. The benefit of this approach is an improved coherency and transparency
of the uncertainty calculation, which should include contributions from all potentially significant sources
of uncertainty to the mass spectrometric measurement result. The GUM approach puts the responsibility
for quantifying the uncertainty on the analyst who makes the measurements and not with the user of the
data. The uncertainty budget also serves to provide a feedback to the analyst. It identifies the dominant
components of the measurement uncertainty and allows for better understanding, management, and
improvement of the measurement process. Detailed examples of uncertainty calculations are presented
pectrometry
sotope ratio analysis
ranium and plutonium metrology

for the most common types of uranium isotope measurements by multi-collector thermal ionization mass
spectrometry (TIMS), e.g., total evaporation, conventional Faraday cup measurements using internal nor-
malization, and combined measurements using a secondary electron multiplier and Faraday cups. Various
sources of uncertainty common to multi-collector TIMS, such as baseline noise, peak-tailing effects, peak
flatness, detector inter-calibration, and detector linearity response are discussed with respect to the
determination of their uncertainty contribution and their influence on the results. Different approaches

dvan
are explained with their a

. Introduction

The New Brunswick Laboratory (NBL) and the Institute for
eference Materials and Measurements (IRMM) are metrology

aboratories which, over the past decades, have performed high-
recision high-accuracy multi-collector thermal ionization mass
pectrometry (TIMS) measurements of actinide materials such as
ranium and plutonium. Both facilities are responsible for the
ertification of U and Pu isotope reference materials of the high-
st metrological quality within their geographical areas (U.S. and
he EU, respectively) and have contributed to the development of
ophisticated mass spectrometric analytical techniques. As a result,
oth facilities have invested considerable effort toward evaluating
ncertainties associated with actinide isotopic ratio measurements

nd are frequently tasked with the evaluation of data generated
y other facilities. Within the analytical community, a lack of con-
istency for estimation of isotopic measurement uncertainty, as
ell as the frequent underestimation of measurement uncertainty,
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tages and disadvantages.
© 2010 Elsevier B.V. All rights reserved.

has been observed. This lack of consistency can have the effect of
making it difficult or impossible to perform realistic comparisons
of measurement results. Wellum and Berglund (2002) [39] previ-
ously presented a description on implementing GUM to nuclear
safeguards measurements using isotope dilution mass spectrome-
try. The detailed discussion of measurement uncertainty evaluation
presented here will further aid other facilities and analysts in per-
forming rigorous measurement uncertainty evaluations. Although
this paper focuses on the special case for U isotope ratio multi-
collector TIMS measurements, the principles are directly applicable
to Pu TIMS measurements and broadly applicable to a wide range of
isotopic analyses and a variety of mass spectrometric instruments.

The GUM guide [16] recommends a standardized approach to
expressing uncertainty across the whole spectrum of measure-
ments. Just as the use of the International System of Units (SI)
brings coherence to measurements the International Organization
for Standardization (ISO) Guide to the expression of Uncertainty in
Measurement (GUM) represents a standardized way of express-

ing uncertainty in measurements. One of the merits is that an
uncertainty budget evolves from the GUM approach, providing
feedback to the analyst. The budget identifies the dominant compo-
nents of the combined standard uncertainty (uc) for the measurand
and allows for better understanding and improvement of the

dx.doi.org/10.1016/j.ijms.2010.05.003
http://www.sciencedirect.com/science/journal/13873806
http://www.elsevier.com/locate/ijms
mailto:s.buerger@iaea.org
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ig. 1. Smallest relative uncertainties (k = 2, about 95% level of confidence) – per ato
f year 2008.

easurement process. Furthermore, the GUM approach enhances
ransparency in the uncertainty calculations. Consequently, most
f the national metrology institutes and regional metrology orga-
izations in the world have adopted the ISO Guide [17,1,3,35].

The GUM approach has been applied to several different ana-
ytical procedures for isotope ratio measurements, radiometric
ating, and impurity (trace element) analysis of nuclear materials.
hese measurements have been made for purposes that include
uclear safeguard analysis, nuclear forensic analysis, and bioassay
s well as fuel cycle and metrology related studies. For example, the
UM approach to uncertainty has been applied to: uranium iso-

opic compositions analyzed using gas source mass spectrometry
GSMS), MC-TIMS, or sector-field inductively coupled plasma mass
pectrometer (ICP-MS) [26,27,29,37,24,31]; age-dating of pluto-
ium materials using sector-field ICP-MS [22] and MC-TIMS [38];
nd determination of impurities and trace element signatures
n uranium matrices measured using quadrupole, isotope dilu-
ion multi-collector ICP-MS, and various other methods [23,7,5].
he GUM approach has also been adopted for evaluation of mea-
urement uncertainty in certification of uranium and plutonium
eference materials, e.g., using GSMS and MC-TIMS for re-certifying
he series IRMM-183 though -187 [30] for the minor ratios n(U-
34)/n(U-238) and n(U-236)/n(U-238), the production of large size
ried uranium–plutonium spike IRMM-1027f [34], the certification
f plutonium and uranium isotope ratio reference materials NBL
RM 126-A, CRM 129-A [9], and CRM U045 [10], or the certifica-
ion of NIST SRM 4324b (U-232 solution) [20] and NIST SRM 4338a
Pu-240 solution) [21].

In this paper, we will present a concise review of the GUM
pproach and will apply the GUM to multi-collector thermal ion-
zation mass spectrometry (MC-TIMS) as used by New Brunswick
aboratory and the Institute for Reference Materials and Measure-
ents in uranium metrology. Multi-collector TIMS is the primary
ethod being used at NBL and IRMM for the production and

ertification of isotope ratio reference materials traceable to the
nternational System of Units (SI Units). It should be noted that
irtually all of the issues and principles presented for uranium
nalyses are directly applicable to plutonium as well.
.1. A concise review of the GUM approach

GUM recommends a standardized approach to expressing
ncertainty in measurement and tries to clarify common misusage
ass unit – of certified isotope ratios; all certified reference materials worldwide as

of terms. In the GUM approach, uncertainty is described as the
dispersion of the values that can reasonably be attributed to the
measurand (quantity of interest), whereas the word error refers to
the difference between the measurand and a reference value which
is considered to represent the “true” value. In contrast to classical
error analysis, GUM does not separate between random compo-
nent and systematic component. The GUM approach requires that
the measurand is corrected for all recognized significant systematic
effects and that an uncertainty is assigned to each of the applied cor-
rections [16,17]. The uncertainties for the corrections are treated as
random variables with a state-of-the-knowledge probability dis-
tribution (usually normal distribution or rectangular distribution).
It is noted here that a correction applied to the measurand may
not change the numerical value, but the associated uncertainty of
the correction can be large. All uncertainty components are com-
bined using the law of propagation of uncertainties, resulting in one
combined standard uncertainty (uc) value that can reasonably be
attributed to the measurement. Section 8 of the ISO Guide presents
the procedure for calculating uncertainty of the measurand (or
measurands) as a step-by-step approach, which is summarized
below [16,17]. Note that although the GUM uncertainty approach
is fairly straight forward, some of the mathematical manipulations
(e.g., partial derivatives) that are necessary to perform the uncer-
tainty evaluations can be challenging. A variety of commercially or
freely available software packages have been developed that can
assist in this task.

Step 1: The relationship between the measurand Y and the
input quantities Xi on which Y depends is expressed mathemati-
cally: Y = f(X1, X2, . . ., XN). The function f is called the measurement
function [4]. The terms measurement equation or model func-
tion are also used. Simply put, the measurement function is a
mathematical formula that shows how all the necessary quantities
are combined to obtain the desired measurement result. Signif-
icant components of uncertainty may include inexact values of
constants and other parameters used in the function f, variations
in the repeated observations of the measurand, approximations
and assumptions incorporated in the measurement procedure,
imperfect knowledge of the effects of environmental conditions on
the measurement, finite instrument resolution or discrimination

thresholds, and non-representative sampling. This also includes
inexact values of measurement standards and reference materi-
als: “Often, measuring instruments and systems are adjusted or
calibrated using measurement standards and reference materials
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o eliminate systematic effects; however, the uncertainties asso-
iated with these standards and materials must still be taken into
ccount” [16]. This uncertainty component is of great importance
or high-precision and accuracy isotope ratio analysis because it
s frequently the case that the uncertainties associated with a

easurement will be limited by the stated uncertainties of cer-
ified reference materials. This is illustrated in Fig. 1, which shows
survey of commercially available (worldwide) certified isotope

atio reference materials (as of year 2008). For the majority of
hemical elements there is no reference material available that
s certified for isotope ratios. Best accuracies achievable in iso-
ope ratio measurement traceable to the SI, as indicated in Fig. 1,
re about 0.01% through 0.3% (relative) per atomic mass unit. (Per
tomic mass unit means that the relative uncertainty is divided by
he difference in atomic mass between the two isotopes of inter-
st.) Only for a few selected elements (i.e., Si, S, U, and Pu) are
eference materials available with isotope ratio uncertainties of
0.01% (relative, k = 2, 95% level of confidence) per atomic mass
nit.

Step 2: Determine the estimated value xi for all input quantities
i. The values associated with Step 2 represent the variables in the
easurement function derived in Step 1. Estimates of input values

or these variables may be obtained from single or repeated obser-
ations, judgment based on experience, or from external sources
or input quantities associated with reference materials, calibration
tandards, or reference data from handbooks.

Step 3: The standard uncertainty u(xi) of each input estimate xi
s evaluated. The standard uncertainty is evaluated as “Type A” if
he input estimate is obtained from statistical analysis of a series
f observations and as “Type B” if the input estimate is obtained by
ther means. It is not uncommon that the standard uncertainties
f the input quantities for a particular function represent a mix of
ype A and Type B evaluations.

The standard uncertainty for a Type A evaluation is calculated as
he standard deviation of the mean of a series of observations (this

ay include standard deviation from the fit of a calibration curve
r a characteristic standard deviation from a control chart). If only a
imited number of observations are available the “pooled estimate
f standard deviation” can be used to provide a more robust esti-
ate for a Type A evaluation for the measurement system [12]. The

tandard uncertainty for a Type B evaluation is based upon “pro-
essional judgement” using all available information, e.g., scientific
ublications, external sources, calibration certificates, manufac-
urer’s quoted uncertainty bounds for a measuring instrument,
istorical agreement among independent laboratories, result of
heoretical computations, and judgment based on experience. Type
evaluation may also be needed when the cost of collecting statis-

ical data may be too high or a particular factor in question was not
nown to affect the measurement process until after the measure-
ents were made.
Step 4: The covariances (i.e., correlation coefficient matrix) asso-

iated with any input estimates that are correlated are evaluated
see step 6 and chapter 5.2 [16] for more details). The nature of
IMS measurements (i.e., ratios of relative signal intensities) is such
hat calculated values such as isotope ratios and relative abun-
ances will not be independent of one another. Accordingly, an
valuation of covariance is a necessary step to avoid inappropriate
agnification or minimization of calculated measurement uncer-

ainties.
Step 5: The result of the measurement (i.e., the estimate y of the

easurand Y) using the functional relationship f and the estimates

f the input quantities obtained in step 2 is performed. Thus, the
stimate is y = f(x1, x2, . . ., xN).

Step 6: The combined standard uncertainty uc(y) of the mea-
urement result y from the standard uncertainties and covariances,
.e., correlation coefficients associated with the input estimates is
ass Spectrometry 294 (2010) 65–76 67

calculated. The law of propagation of uncertainties is used to cal-
culate the combined standard uncertainty; see chapter 5.2 [16] for
more details.

Step 7: An expanded uncertainty U(y) can be expressed. It is
calculated by multiplying the combined standard uncertainty uc(y)
by a coverage factor k, typically in the range 2–3. The coverage
factor is selected on the basis of level of confidence required of
the interval. The result of the measurement is then conveniently
expressed as: Y = y ± U. The coverage factor necessary to yield a cho-
sen level of confidence (e.g., 90%, 95%, or 99%) can be determined
from the student-t distribution and the calculated effective degrees
of freedom (using the Welch-Satterthwaite formula; see Appendix
G [16]). For large effective degrees of freedom, a level of confidence
of 95.45% corresponds to a coverage factor of k = 2.00 and 99.73% to
k = 3.00.

Step 8: The result of the measurement together with its com-
bined standard uncertainty or expanded uncertainty (and coverage
factor) are reported with their associated units. An uncertainty bud-
get should be provided. The ISO GUM guide states: “When reporting
the result of a measurement and its uncertainty, it is preferable to
err on the side of providing too much information rather than too
little.”; one should ask “Have I provided enough information in a
sufficiently clear manner that my results [i.e., value of measurand
and uncertainty] can be updated in the future if new information
or data become available.” [16].

2. Experimental

2.1. Multi-collector thermal ionization mass spectrometry

The implementation of GUM to multi-collector thermal ioniza-
tion mass spectrometry reported in this work is based on work that
was performed at NBL and IRMM over several years. At both facil-
ities two different series of multi-collector TIMS instruments have
been in use during this period. These include Thermo Fisher Scien-
tific Triton instruments and the Triton’s predecessor, the Finnigan
MAT262. The uncertainty evaluation outlined below, however,
should be directly applicable to any multi-collector TIMS instru-
ment.

The primary sources of uncertainty in multi-collector TIMS ura-
nium isotope ratio metrology include the Type A evaluation from
measuring the isotope ratios of the sample of interest, the Type A
evaluation from measuring the certified isotope ratio of the refer-
ence material used for mass fractionation correction (comparator),
and the Type B evaluation of the certified isotope ratio for the ref-
erence material (comparator). Further sources of uncertainty may
include uncertainties from background corrections (e.g., atomic or
molecular interferences at the isotope masses of interest), Faraday
cup baseline and gain variability, abundance sensitivity correc-
tions, relative Faraday Cup efficiencies, and uncertainties from
secondary electron multiplier (SEM) yield and non-linearity cal-
ibrations. These uncertainty components contribute in different
proportions within the different analytical procedures, i.e., total
evaporation, conventional analysis with internal normalization, or
FC-SEM combined analysis. The case of multiple ion counting (MIC)
is not presented here. The following sections discuss in detail the
uncertainty evaluations for the three different mass spectrometry
procedures listed.

3. Results and discussion
3.1. Total evaporation (TE)

The case is considered where the atom ratios of a sample are
measured for multiple replicates using static Faraday cup multi-
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ollector TIMS and the total evaporation method [6,13,29]. Static
nalysis means, that the same isotopes are collected in the same
araday cups throughout the analyses, thus the sector-field mag-
et is operating at a constant field setting throughout the course of
he measurement. For each TE measurement of an unknown sam-
le (or reference materials for mass fractionation and QC purposes)
he current to the filament is regulated to achieve a reasonably con-
tant ion current intensity throughout the measurement duration
ntil the sample material loaded onto the filament is completely
onsumed. As described in detail in Richter and Goldberg [29], the
otal evaporation technique has the benefit of minimizing mass
ractionation effects, which also improves the repeatability of repli-
ate measurements. In the literature [6,13], the total evaporation
echnique has sometimes been described as an “accurate” method,
n the sense that the total evaporation of the sample material from
he filament would lead to a detection of all ions from the sample
y the Faraday cups. This would automatically result in a measured

sotope ratio which equals the actual ratio of atoms in the sam-
le; the desired accurate result. But this assumption is questionable
ecause only a small fraction (<1%) of the atoms evaporated from
he filament actually reach the detectors due to the low ioniza-
ion efficiency of U and due to less-than-100% transmission of the
on source optics. The change and drift of the isotope ratios due
o the isotope mass fractionation during the measurement time, in
ombination with possible changes in the ion source focusing and
ransmission, can cause measurable deviations of total evapora-
ion result from the true value. Therefore, an external fractionation
orrection using a reference material, measured repeatedly under
imilar conditions as the samples, is recommended [29]. In order to
rovide assurance that the assumption of working under “similar”
onditions is valid, a second reference material should be measured
or quality control (QC) purposes. This is frequently referred to as
QC sample.

The variability (or drift) of an isotope ratio can be significant over
he entire duration of a measurement due to the effects of isotope
ractionation, e.g., on the order of 0.5–1.0% for a n(U-235)/n(U-238)
atio. Total evaporation measurements represent ratios of signal
ntensities integrated over the entire duration of an analysis run.
o it is not meaningful (and would be an overestimation) to assign
n uncertainty related to the internal variability/drift during the
ourse of a single measurement. The uncertainty of the reported
esult should rather be calculated from the repeatability of a series
f measurements of the same sample (or reference material under
imilar conditions, as discussed below). The repeatability (standard
eviation) of replicate U measurements using the total evaporation
echnique can be on the order of 0.03–0.01%, which is roughly a
actor 10–30 lower than the drift/variability from the fractionation.

The primary sources of measurement uncertainty associated
ith TE or any static Faraday cup multi-collector measurement

re measurement variability, gain and baseline variability, back-
round corrections, mass bias (i.e., mass fractionation) corrections,
nd possibly Faraday cup efficiency inter-calibrations. Each of these
actors will be discussed below.

.1.1. Measurement variability (repeatability)
Measurement variability is a Type A evaluation component

hat is incorporated into an uncertainty evaluation as the stan-
ard uncertainty associated with the mean of a measured value.
ome of this variability might stem from slightly different geo-
etrical shapes and chemical and physical composition of the

laments and every sample will experience a slightly different pres-

ure environment. However, the distribution of data from replicate
easurements of a sample material analyzed using the same prepa-

ation and evaluation methods should capture theses effects as
ell as the effects from counting statistics and baseline and gain

ariability (see below). As discussed above, a “pooled estimate
ass Spectrometry 294 (2010) 65–76

of standard deviation” can be used to estimate the measurement
uncertainty if only a few replicate are analyzed. All too frequently,
an analyst will use the standard uncertainty derived from the many
measurement cycles collected for a single sample filament (internal
standard deviation). These values are typically unsatisfactory for
uncertainty evaluation, because only the variability associated with
a single measurement is represented so other factors that influence
mass fractionation and measurement variability are not included
in the estimation of the uncertainties.

3.1.2. Gain and baseline variability
Modern multi-collector TIMS instruments have calibration

routines that measure the performance of signal amplification asso-
ciated with the electronics for Faraday cups (gain) and the level
of electronic noise (baseline). The variability of the mean value
for these systematic corrections can be evaluated using long term
trends or results from instrument electronic test routines. These
values tend to vary randomly around some mean value. Typically,
the instrument software automatically corrects raw data for base-
line and gain. In practice, a separate uncertainty value for gain and
baseline does not have to be applied. When replicate measure-
ments are made on a sample, baseline and gain variability will
be confounded in the variability of the measurement results. To
account for baseline and gain variability separately would, essen-
tially, be double counting the gain and baseline variability. If,
however, uncertainty sources associated with gain and/or baseline
corrections existed beyond the observed variability in the measure-
ment data then a separate uncertainty factor can be added. The
uncertainty can be incorporated into the uncertainty evaluation
by adding a multiplicative ı-factor (gain) with a value of 1 and a
standard uncertainty reflecting the variability of the gain, and by
subtracting a ı-factor (baseline) with a value of 0 and a standard
uncertainty representing the variability of the baseline.

3.1.3. Background, interference, and peak-tailing corrections
Background, atomic and molecular interferences, and peak tail-

ing are sources of uncertainty that can be particularly significant for
isotope ratio measurements that encompass a large dynamic range.
Isobaric interferences (i.e., atomic and molecular) can be due to
molecular species formed during an analysis (for example ReO3 can
form ions with masses of 233 u and 235 u) or from “blank” contribu-
tion to the analysis signal (TIMS filaments, particularly Re filaments,
have a certain level of U contamination that adds to the measured
uranium signal of U-238 and potentially other isotopes). Less than
perfect transmission of an ion beam through a mass spectrome-
ter results in some of the ions having altered trajectories or losing
energy (e.g., ions colliding with residual gas molecules, scatter-
ing on edges of beam defining apertures) which will consequently
result in a detected signal at a different position in the mass spec-
trum (typically at lower mass side of the major peak) [40]. The tail
of the higher mass ions can, in extreme cases, completely overlap
neighboring isotopes in the mass spectrum. The relative magnitude
of the resulting “peak tail” at a mass 1 u off of the ion beam mass
(taken on the low mass side) is referred to as “abundance sensitiv-
ity”. The abundance sensitivity in modern TIMS instruments using
Faraday cups is typically at the several ppm level [40]. This can be
dramatically improved in instruments equipped with energy filters
(ppb level) such as a retarding potential quadrupole (RPQ).

Isobaric interferences and peak-tailing contributions typically
result in systematic effects (biases) and may sometimes be diffi-
cult to quantify. For extreme ratios, the dominant component of

the combined standard uncertainty typically stems from the back-
ground and peak-tailing corrections. The magnitude and associated
uncertainty (variability) of interferences can be assessed by tak-
ing the mean of replicate analyses of blank samples and using
the observed variability in the interferences to determine a stan-
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ard uncertainty. Contributions from peak tailing are commonly
stimated by taking the mean of background signals (tailing sig-
al) measured at half-mass locations bracketing the signal peak
f interest (i.e., the signal to be corrected for tailing effects). For
nstance, the tailing contribution to the U-236 ion beam signal
an be assessed by measuring the ion beam intensities at about
35.5 u and 236.5 u. It has long been recognized that this method of
orrection tends to result in a systematic overcorrection of the mea-
urement data, but a consistently superior method for performing
peak tail correction has not been reported [8,36,11]. Although

he variability of the peak tail correction will be captured by the
eplicate measurements incorporated into the analysis routine, an
ncertainty still should be estimated to account for the poorly con-
trained bias that results from the peak tail correction.

Although the background from interferences and peak tailing
re typically determined separately, both are subtracted from the
aw data on a per-cycle (or per-analysis) basis so the uncertainties
ssociated with the corrections could be combined into a single ı-
actor (ıBkgd), or, alternatively, into separate factors (e.g., ıInterference
nd ıPeakTailing). Because the background correction is applied as a
ifference, for the purpose of the uncertainty evaluation, ıBkgd or
Interference and ıPeakTailing can be incorporated into the measure-
ent function as an additive term (or subtractive). The value of the

Bkgd (or ıInterference and ıPeakTailing) should be zero with a conser-
ative estimate for the uncertainty attached to ıBkgd (or ıInterference
nd ıPeakTailing).

.1.4. Mass bias correction
Mass bias correction (i.e., mass fractionation) applied to U

ata are normally determined by repeated measurements of a
omparator which is a material with well-characterized isotopic
omposition (preferably a certified reference material). The differ-
nce of the measured value to the certified value is assumed to
e primarily due to the mass related isotopic fractionation. The
orrection factor, for example calculated using linear, power, or
xponential functions (also referred to as “linear law”, “power law”
r “exponential law”), is then consequently applied to the samples
nd QC samples. The measurement uncertainty in the mass bias
orrection represent two components that are not captured else-
here in the uncertainty analysis. These are the Type A evaluation

ssociated with repeated comparator measurements and the Type
evaluation for the certified isotopic value used to determine the

orrection factor (e.g., uncertainty of the certified value obtained
rom the certificate). The incorporation of the uncertainty related
o the mass fractionation correction is discussed in the example
elow in more detail.

.1.5. Faraday cup efficiencies
The relative efficiency of the Faraday cups to each other for

etecting the same ion signal is referred to here as Faraday cup
fficiency. Bayne et al. [2] performed experiments to assess Faraday

CF234/238 = 1 + (238 − 234)
(238 − 235)

·
(

RC,235/2

RC,235/2

CF235/238 = 1 + (238 − 235)
(238 − 235)

·
(

RC,235/2

RC,235/2

CF236/238 = 1 + (238 − 236)
(238 − 235)

·
(

RC,235/2

RC,235/2
up efficiency of a multi-collector TIMS instrument by peak shifting
sotopes of Re-187, U-238, and Pu-239 between cups to determine
elative efficiencies. Their results were somewhat inconsistent and
ass Spectrometry 294 (2010) 65–76 69

for U and Re the relative differences between cups were normally
less than 0.05%. A multi-collector Faraday cup efficiency study at
NBL indicated even smaller efficiency differences [18]. But the cup
efficiencies should be evaluated for each instrument to validate this
assessment. It should be noted that for measurements of compara-
tors used to determine the mass bias, the resulting mass correction
factor is a combination of mass bias effects and of cup efficiency
effects. Consequently, the mass bias correction also incorporates
a cup efficiency correction if the same cup configuration is used
for the measurement of the comparator ratio and the measure-
ment of the sample ratio. Given this fact and the comparably small
magnitude of the correction, a correction factor and an associated
uncertainty for cup efficiency are frequently not incorporated into
measurement evaluation.

3.1.6. Measurement function
As an example of how the various uncertainty components are

incorporated into a measurement uncertainty evaluation, the TE
procedure will be presented here for uranium isotope ratio analysis
(i.e., n(U-234)/n(U-238), n(U-235)/n(U-238), and n(U-236)/n(U-
238)). This procedure can be easily adapted to plutonium isotope
ratio analyses by renaming the mathematical terms for the uranium
isotopes in the below given equations with plutonium isotopes.
Additional isotopes (e.g., U-233) can easily be included in the eval-
uation if needed by adding new terms to the equations.

The analysis of a sample turret loaded with a number, NC,
of filaments (i.e., aliquots) of a comparator material for mass
fractionation correction (i.e., a suitable reference material with
certified isotope ratio) and a number, NS, of filaments (i.e.,
aliquots) of the unknown sample is considered. Comparator
and unknown sample should have the same sample size and
chemical as well as similar isotopic composition. The filaments
(both comparators and unknowns) are randomly distributed on
the sample turret. The three measurands in this case are the
mass fractionation corrected atom ratios n(U-234)/n(U-238), n(U-
235)/n(U-238), and n(U-236)/n(U-238) of the unknown sample (i.e.,
RS,234/238, RS,235/238, and RS,236/238, respectively). They are calcu-
lated from the measured ratios (RS,234/238meas, RS,235/238meas, and
RS,236/238meas, respectively) and the corresponding fractionation
factors (CF234/238, CF235/238, and CF236/238 respectively) using the
measurement functions (linear law for mass fractionation correc-
tion):

RS,234/238 = RS,234/238 meas/CF234/238 − ıBkgd (1a)

RS,235/238 = RS,235/238 meas/CF235/238 − ıBkgd (1b)

RS,236/238 = RS,236/238 meas/CF236/238 − ıBkgd (1c)

The mass fractionation correction factors (CF234/238, CF235/238,
and CF236/238) are calculated from the measured comparator ratio
n(U-235)/n(U-238) (RC,235/238meas) and the certified comparator
ratio (RC,235/238cert) using the linear law (other laws can be utilized
if necessary, e.g., exponential law or power law [14]):

s

t
− 1

)
= 1 + 4

3
·
(

RC,235/238 meas

RC,235/238 cert
− 1

)
(2a)

s

t
− 1

)
= RC,235/238 meas

RC,235/238 cert
(2b)

s

t
− 1

)
= 1 + 2

3
·
(

RC,235/238 meas

RC,235/238 cert
− 1

)
(2c)
Using the above given Eqs. (2a)–(2c), it can be seen that
the uncertainty of the certified value of the n(U-235)/n(U-238)
(RC,235/238cert) will be propagated in a way that its influence
increases when calculating the n(U-234)/n(U-238) ratio (divided
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y a difference of 238 u − 235 u = 3 atomic mass units but multi-
lied by a difference of 238 u − 234 u = 4 atomic mass units) and
ecreases when calculating the n(U-236)/n(U-238) ratio (divided
y a difference of 3 atomic mass units but multiplied by a differ-
nce of 238 u − 236 u = 2 atomic mass units). Thus, uncertainties
n some measured isotope ratios (e.g., n(U-236)/n(U-238)) could
ecome smaller than the uncertainty of the certified value itself
sed for normalization (e.g., n(U-235)/n(U-238)). This is particu-

arly apparent where the mass difference of the measured ratios is
ignificantly different from the mass difference of the normaliza-
ion ratio (e.g., n(Pu-240)/n(Pu-239) internal normalization versus
(Pu-242)/n(Pu-239) sample ratio; or vice versa). Calibration of an

nstrument using a certified reference material provides measure-
ent traceability for TIMS, so it is not possible to specify that the

nstrument is any more accurate than the uncertainty with which
he certified value of the CRM is established. In fact, if analyses of a
RM indicate that no mass bias correction is necessary, the uncer-
ainty of the calibration CRM would still have to be incorporated
nto the measurement uncertainty due to the fact that it represents
he minimum resolution at which instrument bias can be observe.
ne alternative approach is to replace the mass fractionation fac-

ors CF234/238, CF235/238, and CF236/238 in Eqs. (1a)–(1c) by ıCF234/238,
CF235/238, and ıCF236/238, respectively. The values for ıCF234/238,
CF235/238, and ıCF236/238 are calculated according to Eqs. (2a)–(2c),
espectively, and used as input quantities in Eqs. (1a)–(1c). But for
he standard uncertainties of ıCF234/238, ıCF235/238, and ıCF236/238
n Eqs. (1a)–(1c) the standard uncertainty of CF235/238 is used
nstead of propagating according to Eqs. (2a)–(2c). According to
q. (2b), the standard uncertainty of CF235/238 is calculated by the
tandard uncertainty of RC,235/238cert (from the certificate) plus an
ncertainty term that represents the repeatability of RC,235/238meas.

n this way, the uncertainty of the mass fractionation correction
F235/238 is applied directly to all ratios. Note that this can, on the
ther hand, lead to an underestimation of the uncertainty of the
(U-234)/n(U-236) ratio. Both approaches will be illustrated in the
umerical examples in this and the following sections.

To maintain simplicity in the uncertainty calculation, the raw
ata (summed intensities of each isotope) are corrected by the

nstrument software or manually for any potential contributions
e.g., background, atomic or molecular interferences at the isotope

asses of interest, Faraday cup baseline and gain) as deemed nec-
ssary by the analyst. The values of the measured isotope ratios
S,234/238meas through RS,236/238meas and RC,235/238meas are then cal-
ulated from the corrected raw data. The ratios are then used
s input quantities in the measurement functions (Eqs. (1a)–(1c)
nd (2a)–(2c)). In this case, a single factor (ıBkgd) can be added to
he measurement function, as given in Eqs. (1a)–(1c), to account
or the uncertainty stemming from the background contributions,
eak tailing, Faraday cup baseline and gain variability, etc. Alter-
atively, multiple terms can be added instead of a single term
o subdivide these contributions into individual terms if needed,
.g., ıBkgd, ıPeakTailing, ıFCbasline, etc. This utilization of ı-factors [12]
or incorporation of certain uncertainty components with small
eviations to the measurement function provides simplicity for
he purpose of the uncertainty evaluation. In this case, the cor-
ection factor ıBkgd (or multiple factors if needed) has a value of
ero (because the corrections are made to the raw data), but is
ssigned a standard uncertainty that corresponds to the standard
ncertainty associated with the background correction. It may be
erived from measured data for the correction factor ıBkgd (Type
) or derived from expert judgment (Type B). A different term can

e used in each of the three Eqs. (1a)–(1c) (e.g., ıBkgd234, ıBkgd235,
nd ıBkgd236) in case the magnitude of background correction to
he different isotopes is different or to avoid correlation effects.
ote that due to the nature of total evaporation, no half-mass back-
round measurements can be performed without interrupting the
ass Spectrometry 294 (2010) 65–76

total evaporation analysis. Therefore, systematic contributions, for
example from peak tailing, can potentially bias the isotope ratio
results. If the abundance sensitivity is well known, the raw inten-
sity data can be corrected for the peak tailing. Another approach
would be to perform an external tailing correction by measuring an
additional reference material with a similar value for the isotope
ratio in question. An associated uncertainty can be assigned to this
correction (Type A or Type B) and included in the measurement
functions (Eqs. (1a)–(1c)) by adding an additional term similar to
ıBkgd.

For uncertainty evaluation purposes a quality control sample
can be treated as an additional unknown sample.

3.1.7. Example
A number of NC = 4 filaments (i.e., aliquots) for the compara-

tor and NS = 6 filaments for the unknown sample are measured.
In this case, NBL CRM U500 was used as comparator. A QC sam-
ple is not discussed in this example but can easily be added by
treating it as an additional sample. Sample signals were acquired at
comparably high ion beam intensities (e.g., 6 V summed intensity),
thus background contribution (e.g., interferences and instrument
noise, typically less than 20 �V) can be considered as negligible.
In this example, we use the approach where the correction factors
CF234/238, CF235/238, and CF236/238 in Eqs. (1a)–(1c) are substituted
by ıCF234/238, ıCF235/238, and ıCF236/238, respectively, all of which
will have the relative uncertainty determined for CF235/238 assigned
to it, as described above. The numerical values of the measured
isotope ratios to be considered in this example are listed in Table 1.

The three measurands to be evaluated are the mass frac-
tionation corrected isotope ratios RS,234/238, RS,235/238, and
RS,236/238 of the unknown sample. RS,234/238meas, RS,235/238meas,
RS,236/238meas, and RC,235/238meas are measured input quantities
and are thus statistically derived (Type A). Their estimates
are given by the arithmetic mean: NS = 6 observations (i.e.,
aliquots) for the unknown sample; thus RS,234/238meas = 0.0116625,
RS,235/238meas = 1.5103856, and RS,236/238meas = 0.00202440. The
estimate for the value of the comparator RC,235/238meas (NBL
CRM U500) is given by the arithmetic mean of the NC = 4
observations; thus RC,235/238meas = 1.0003161. Input quantity
RC,235/238cert is 0.999698 with an expanded uncertainty of
U(RC,235/238cert) = 0.0014 (Type B, k = 2, normal distribution),
which is derived from the NBL CRM U500 certificate using the
uncertainties for the absolute abundances of 0.1% for both isotopes.
Hence, the mass fractionation correction factors can be calculated:
CF234/238 = ıCF234/238 = 1.000822, CF235/238 = ıCF235/238 = 1.000616,
and CF236/238 = ıCF236/238 = 1.000411 with a combined
standard uncertainty uc(CF235/238) = 0.000703 (degrees
of freedom �eff = 50). Thus, the standard uncertain-
ties for ıCF234/238, ıCF235/238, and ıCF236/238 are
u(ıCF234/238) = u(ıCF235/238) = u(ıCF236/238) = uc(CF235/238) = 0.00070
For comparison, the combined standard uncertainties for
CF234/238 and CF236/238 are uc(CF234/238) = 0.000937 (�eff = 50)
and uc(CF236/238) = 0.000468 (�eff = 50), respectively, using the
approach of directly propagating the uncertainties. The mass frac-
tionation corrected ratios can now be calculated. The background
correction to the measured data itself is estimated to be negligible,
thus ıBkgd = 0, but a conservative estimate of the standard uncer-
tainty of u(ıBkgd) = 15 �V/6 V = 0.0000025 is made and accounted
for as standard uncertainty of ıBkgd. Peak tailing of U-235 and
U-238 contribute to the peaks of the minor isotopes (U-234 and
U-236). For the purpose of this example it is assumed (e.g., from

measurement of the abundance sensitivity) that the contribution
of U-235 to U-234 is 5 ppm and of U-238 to U-234 is negligible;
the contribution of U-238 to U-236 is 3 ppm and U-235 to U-236
negligible. Therefore, a term ıPeakTailing234 and ıPeakTailing236 is
added to the measurement function for RS,234/238 and RS,236/238
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Table 1
Total evaporation example: measured uranium isotope ratios n(U-234)/n(U-238), n(U-235)/n(U-238), and n(U-236)/n(U-238) (atom ratios) for 4 comparator filaments and
6 sample filaments loaded on one turret.

Filament n(U-234)/n(U-238) n(U-235)/n(U-238) n(U-236)/n(U-238)

Comparator (aliquot 1) 1.0001656
Unknown sample (aliquot 1) 0.0116659 1.5103080 0.00201910
Unknown sample (aliquot 2) 0.0116640 1.5104500 0.00202622
Comparator (aliquot 2) 1.0004102
Unknown sample (aliquot 3) 0.0116589 1.5103801 0.00202420
Unknown sample (aliquot 4) 0.0116703 1.5104151 0.00203031
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freedom � = 30 − 1 = 29). Here, for the purpose of this numeri-
Comparator (aliquot 3)
Unknown sample (aliquot 5) 0.0116742
Unknown sample (aliquot 6) 0.0116417
Comparator (aliquot 4)

espectively, with values zero (insignificant correction to or man-
al correction of raw data) and a conservative estimate for the
tandard uncertainties equal to 100% of the peak-tailing contribu-
ion, i.e., u(ıPeakTailing234) = 5 × 10−6·RS,235/238meas = 0.0000076
nd u(ıPeakTailing236) = 3 × 10−6. This yields for the mass
ractionation corrected ratios RS,234/238 = 0.0116529,
S,235/238 = 1.50946, and RS,236/238 = 0.00202357 with com-
ined standard uncertainties uc(RS,234/238) = 0.0000124 (�eff = 92),
c(RS,235/238) = 0.00106 (�eff = 50), and uc(RS,236/238) = 0.00000447
�eff = 100), respectively. Hence, the expanded uncertainties are
(RS,234/238) = 0.000025 (k = 2.00), U(RS,235/238) = 0.0021 (k = 2.00),
nd U(RS,236/238) = 0.0000089 (k = 2.00), respectively, for a coverage
actor k equal to 95.45% level of confidence.

The uncertainty budgets for the three measurands of the
ample are listed in Table 2. As can be seen, the background
ontribution and peak-tailing contribution increase with decreas-
ng isotope abundance, as expected. It is most pronounced for
he n(U-236)/n(U-238) ratio, which has the smallest abundance.
he uncertainty arising from the mass fractionation correction
i.e., ıCF234/238 and ıCF235/238) is the dominant contributor to the
xpanded uncertainty of the isotope ratios n(U-234)/n(U-238) and
(U-235)/n(U-238), which is frequently the case in high-precision

sotope ratio analysis.

.2. Conventional Faraday cup analysis with internal
ormalization

The case is considered where the minor atom ratios n(U-
34)/n(U-238) and n(U-236)/n(U-238) of an unknown sample
re measured in multiple replicates using static Faraday cup
ulti-collector mass spectrometry and internal normalization.

or internal normalization, the known major isotope ratio n(U-
35)/n(U-238) of the sample is used to correct the mass
ractionation of the n(U-234)/n(U-238) and n(U-236)/n(U-238)
sotope ratios. It is assumed that the major isotope ratio n(U-
35)/n(U-238) of the unknown sample was determined previously,
.g., using total evaporation, or is known by other means. Additional
sotopes (e.g., U-233) can easily be included in the evaluation if
eeded by adding new terms to the equations given below. The
ncertainty evaluation for this analysis method is very similar to
he TE case with the exception of the uncertainty components asso-
iated with the mass bias correction. For internal normalization,
he mass bias correction is essentially applied in real time using
he known major ratio.

The analysis of a sample turret loaded with a number of N
laments (i.e., aliquots) of the unknown sample is considered.
he two measurands in this case are the mass fractionation cor-
ected n(U-234)/n(U-238) and n(U-236)/n(U-238) atom ratios of

he sample (RS,234/238 and RS,236/238, respectively). They are calcu-
ated from the measured ratios (RS,234/238meas and RS,236/238meas) and
he corresponding mass fractionation correction factor (CF234/238
nd CF236/238, respectively) using the measurement functions (lin-
1.0003688
1.5103522 0.00202588
1.5104085 0.00202070
1.0003199

ear law for mass fractionation correction) as given in Eqs. (1a) and
(1c), respectively.

The mass fractionation correction factors (CF234/238 and
CF236/238) are calculated from the measured n(U-235)/n(U-238)
normalization ratio of the sample (RS,235/238meas) and the known
value of that ratio (RS,235/238) using (see notes in the total evapora-
tion section on other correction laws):

CF234/238 = 1 + (238 − 234)
(238 − 235)

·
(

RS,235/238 meas

RS,235/238
− 1

)

= 1 + 4
5

·
(

RS,235/238 meas

RS,235/238
− 1

)
(3a)

CF236/238 = 1 + (238 − 236)
(238 − 235)

·
(

RS,235/238 meas

RS,235/238
− 1

)

= 1 + 2
3

·
(

RS,235/238 meas

RS,235/238
− 1

)
(3b)

The term ıBkgd accounts for uncertainties arising from potential
background contributions (e.g., atomic or molecular interferences
at the isotope masses of interest), and additional terms may be
added for Faraday cup baseline and gain variability, peak-tailing
contributions, etc.; see above section on total evaporation for more
details. Also, see note in above section on total evaporation regard-
ing the propagation of the uncertainty of the reference value (here
normalization ratio).

For uncertainty evaluation purposes a quality control sample
can be treated as an additional unknown sample.

3.2.1. Example
A number of N = 2 filaments (i.e., aliquots) for the unknown

sample are measured. The known value for the major isotope
ratio n(U-235)/n(U-238) of the sample is RS,235/238 = 1.5095 with an
expanded uncertainty of U = 0.0017 (Type B, normal distribution,
k = 2.13), which will be used for the internal normalization. Because
only a small number (N = 2) of repeat observations (aliquots) are
obtained for the unknown sample, it is necessary to establish an
estimate of the measurement repeatability. For example, a “pooled
estimate of standard deviation” sp is used for the measured ratios
RS,234/238meas through RS,236/238meas. A previous evaluation of the
variability of isotope ratio measurements for similar samples (QA
data with 30 data points) gives a pooled estimate of standard
deviation of sp = 0.0000058 for n(U-234)/n(U-238), 0.00020 for n(U-
235)/n(U-238), and 0.0000050 for n(U-236)/n(U-238) (degrees of
cal example, we use the approach where the correction factors
CF234/238 and CF236/238 in Eqs. (1a) and (1c) are not substituted by
ıCF234/238 and ıCF236/238, respectively, but propagated using Eqs.
(3a) and (3b) (see discussion in TE section). The numerical values
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Table 2
Total evaporation example: Uncertainty budgets for the three measurands RS,234/238, RS,235/238, and RS,236/238 of the unknown sample. “�eff” denotes effective degrees of freedom,
“c” denotes sensitivity coefficient.

Quantity Value Standard uncertainty (uc) �eff Distribution c Contribution

RS,234/238:
RS,234/238meas 0.01166250 0.00000468 5 normal 1.0 14.3%
ıCF234/238 1.000822 0.000703 50 normal −0.012 43.8%
ıBkgd 0.0 2.50 × 10−6 50 normal 1.0 4.1%
ıPeakTailing234 0.0 7.6 × 10−6 50 normal 1.0 37.8%

RS,235/238:
RS,235/238meas 1.5103856 0.0000206 5 normal 1.0 0.0%
ıCF235/238 1.000616 0.000703 50 normal −1.5 100%
ıBkgd 0.0 2.50 × 10−6 50 normal 1.0 0.0%
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be specifically addressed and incorporated. These include uncer-

T
I

RS,236/238meas 0.00202440 0.00000166
ıCF236/238 1.000411 0.000703
ıBkgd 0.0 2.50 × 10−6

ıPeakTailing236 0.0 3.0 × 10−6

f the measured isotope ratios to be considered in this example are
isted in Table 3.

The two measurands to be evaluated are the mass fractiona-
ion corrected isotope ratios RS,234/238 and RS,236/238 of the unknown
ample. RS,234/238meas, RS,235/238meas and RS,236/238meas are measured
nput quantities (observations) and are thus statistically derived
Type A). Their estimates are given by the arithmetic mean of the
= 2 observations (i.e., aliquots); thus RS,234/238meas = 0.0116645,

S,235/238meas = 1.510403, and RS,236/238meas = 0.00202316. Hence,
he mass fractionation correction factors can be calculated:
F234/238 = 1.000797 and CF236/238 = 1.000399 with combined stan-
ard uncertainties of uc(CF234/238) = 0.000716 (degrees of freedom
eff = 52) and uc(CF236/238) = 0.000358 (�eff = 52). The mass frac-
ionation corrected ratios can now be calculated. The background
orrection to the measured data itself is estimated to be negligible,
hus ıBkgd = 0, but a conservative estimate of the standard uncer-
ainty of u(ıBkgd) = 15 �V/6 V = 0.0000025 is made and accounted
or as standard uncertainty of ıBkgd. Peak tailing of U-235 and
-238 contribute to the peaks of the minor isotopes (U-234
nd U-236). For the purpose of this example it is assumed
e.g., from measurements of the abundance sensitivity) that the
ontribution of U-235 to U-234 is 5 ppm and of U-238 to U-
34 is negligible; the contribution of U-238 to U-236 is 3 ppm
nd U-235 to U-236 negligible. Therefore, a term ıPeakTailing234
nd ıPeakTailing236 is added to the measurement function for
S,234/238 and RS,236/238 respectively, with values zero (manual
orrection to the raw data) and a conservative estimate for the
tandard uncertainties equal to 100% of the peak-tailing con-
ribution, i.e., u(ıPeakTailing234) = 5 × 10−6·RS,235/238meas = 0.0000076
nd u(ıPeakTailing236) = 3 × 10−6. This yields for the mass fractiona-
ion corrected ratios RS,234/238 = 0.011655 and RS,236/238 = 0.0020224
ith combined standard uncertainties uc(RS,234/238) = 0.0000122

�eff = 130) and uc(RS,236/238) = 0.00000533 (�eff = 100), respectively.
ence, the expanded uncertainties are U(RS,234/238) = 0.000024

k = 2.00) and U(RS,236/238) = 0.000011 (k = 2.00), respectively, for a
overage factor k equal to 95.45% level of confidence.
The uncertainty budgets for the three measurands are listed
n Table 4. The uncertainty arising from the internal normaliza-
ion (i.e., mass fractionation correction using RS,235/238meas and
S,235/238) is the dominant contributor to the expanded uncertainty

able 3
nternal normalization example: measured uranium atom ratios n(U-234)/n(U-238), n(U-

Filament n(U-234)/n(U-238)

Unknown sample (aliquot 1) 0.0116649
Unknown sample (aliquot 2) 0.0116640
5 normal 1.0 13.7%
50 normal −0.002 10.1%
50 normal 1.0 31.2%
50 normal 1.0 45.0%

of the isotope ratio n(U-234)/n(U-238), whereas the variability
of the n(U-236)/n(U-238) measurements is the major contributor
to the n(U-236)/n(U-238) expanded uncertainty. Background con-
tribution for U-236 and peak-tailing contribution for both minor
isotopes are significant, as might be expected.

3.3. Combined Faraday cup and secondary electron multiplier
analysis with internal normalization

Due to the limited dynamic range of Faraday cup (FC) detectors,
many measurements require the use of more than one detector
type for determining the full isotopic composition of an element
of interest. This is, for instance, of particular interest for ura-
nium and the determination of minor isotopes such as U-234 or
U-236 in depleted, natural, or low enriched samples. Frequently,
multi-collector instruments will include subsidiary detector(s) for
measurement of low-abundance isotopes. A discrete dynode sec-
ondary electron multiplier (SEM) is one of the more frequently
used high-sensitivity detectors. Other detectors commonly in use
are continuous dynode SEMs and Daly detectors [40]. Although
the following discussion is primarily focused on discrete dynode
SEMs many of the principles are directly applicable to other high-
sensitivity detector types.

As with Faraday cup multi-collector analyses, combined FC-
SEM analyses have the advantage of simultaneously measuring
all target isotopes of the element of interest; effectively elim-
inating components of uncertainty that arise from signal drift
during a dynamic analysis (e.g., single collector peak jumping).
Combined FC-SEM analyses have all of the uncertainty compo-
nents previously described for conventional MC-TIMS analysis.
These include uncertainty components such as Faraday cup base-
line and gain variability, variability from repeated observations,
and calibration material uncertainty (i.e., certified values of refer-
ence materials). For combined FC-SEM analyses, the uncertainties
that arise from the use of different detector types also need to
tainties associated with SEM dark noise, Faraday cup versus SEM
detector inter-calibration, and SEM detector non-linearity. Further-
more, the level of the extreme ratios typically measured using
combined FC-SEM techniques can result in magnification of the

235)/n(U-238), and n(U-236)/n(U-238) for 2 sample filaments loaded on one turret.

n(U-235)/n(U-238) n(U-236)/n(U-238)

1.5103901 0.00201910
1.5104151 0.00202722
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Table 4
Internal normalization example: Uncertainty budgets for the two measurands RS,234/238 and RS,236/238 of the unknown sample. “�eff” denotes effective degrees of freedom, “c”
denotes sensitivity coefficient.

Quantity Value Standard uncertainty (uc) �eff Distribution c Contribution

RS,234/238:
RS,234/238meas 0.01166445 0.00000403 30 normal 1.0 10.8%
RS,235/238meas 1.510403 0.000139 30 normal −0.010 1.4%
RS,235/238 1.509500 0.000798 50 normal 0.010 45.1%
ıBkgd 0.0 2.5 × 10−6 50 normal 1.0 4.2%
ıPeakTailing234 0.0 7.6 × 10−6 50 normal 1.0 38.6%

RS,236/238:
RS,236/238meas 0.00202316 0.00000355 30 normal 1.0 44.5%
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RS,235/238meas 1.510403 0.000139
RS,235/238 1.509500 0.000798
ıBkgd 0.0 2.5 × 10−6

ıPeakTailing236 0.0 3.0 × 10−6

nfluence of uncertainty components such as those arising from
sobaric and molecular interference and from peak tailing. All of
hese components are associated with measurement bias and,
herefore, must be addressed explicitly because they will not be
aptured statistically by combining many measurement cycles nor
ddressed by making multiple discrete measurements of the same
aterial. The uncertainties for background, dark noise, collector

nter-calibration, and detector non-linearity are primarily due to an
ncertainty in the absolute magnitude of the correction rather than
andom variability associated with the correction. So, even though
ach of the corrections are applied to raw data or individual mea-
urement cycles, no large number of repeated observations (e.g.,
any measurement cycles) will reduce the magnitude of the uncer-

ainty associated with these factors (this is not true for special cases
ssociated with detector inter-calibration, see below). These uncer-
ainty components should be incorporated into the evaluation of
he measurements in an identical manner regardless of whether
he various corrections are performed by commercial instrument
oftware or manually by an analyst subsequent to measurement.

To maintain simplicity in the uncertainty calculation, the uncer-
ainty components specific to FC-SEM multi-collector analyses can
e incorporated by adding additional terms to the measurement
unction as outlined in the previous two sections (ı-factors). The
orrections are applied to the raw measurement data or to the
alues for each measurement cycle. A ı-factor term is added to
he measurement function as dictated by the manner in which
he corrections were applied to the raw data representing the rel-
tive uncertainties associated with the corrections. For example,
ommercial software for multi-collector instruments often apply
he corrections to the data automatically. Accordingly, it is nec-
ssary to include ı-factors to the measurement function so that
he components of uncertainty associated with these corrections
re incorporated into the combined standard uncertainty of the
easurand. Table 5 gives a list of ı-factors that may need to be

onsidered. For a combined FC-SEM isotope ratio analysis, the
easurement function for a minor isotope ratio measurement,

.g., U-234, using the major ratio n(U-235)/n(U-238) for inter-

al normalization is given by Eqs. (4a) and (4b). Here, the minor

sotope n(U-234)/n(U-238) (RS,234/238meas) is measured with the
EM on isotope U-234 and one FC on isotope U-238, whereas
he major isotope ratio n(U-235)/n(U-238) (RS,235/238meas) is mea-
ured using Faraday cups. The ı-factors specific to the SEM are

able 5
hown are various components of uncertainty that are of potential significance for combi

Uncertainty components for FC-SEM measurements Symbol

Dark noise ıDN

FC-SEM inter-calibration correction factor ıYield

SEM detector linearity and dead-time correction factor ıLDT

Background correction/contribution ıBkgd
30 normal −0.0009 0%
50 normal 0.0009 1.8%
50 normal 1.0 22.0%
50 normal 1.0 31.7%

added:

RS,234/238 = RS,234/238 meas/CF234/238 · ıYield · ıLDT

−ıBkgd − ıDN (4a)

CF234/238 = 1 + (238 − 234)
(238 − 235)

·
(

RS,235/238 meas

RS,235/238
− 1

)
(4b)

For the uncertainty associated with detector non-
linearity/dead-time (ıLDT) and detector inter-calibration (ıYield)
the ı-factor (typically multiplicative terms) will have a value of
1 (raw data as already corrected manually or by the instrument
software) with the standard uncertainty of the ı-factors repre-
senting the relative uncertainty associated with the particular
component. For dark noise (ıDN) and background (ıBkgd) the
ı-factors are additive terms (or subtractions) and, therefore,
have a value of zero (raw data already corrected manually or
by the instrument software) with the absolute magnitude of
the correction applied to the measured value as a conservative
estimate for the uncertainties of the ı-factors. Outlined below are
more detailed discussions of the determination and application
of potentially significant FC-SEM multi-collector measurement
uncertainty contributions.

3.3.1. Dark noise correction (ıDN)
Dark noise (dark current) is a signal registered by a pulse-

counting detector system in the absence of any ion beam. The
magnitude of dark noise can be assessed by observing long inte-
grations on the SEM with the ion source isolated from the analyzer
and detector systems of the mass spectrometer. Commercial instru-
ments frequently have specific programs for measuring dark noise.
Due to the fact that dark noise is typically very low for most newer
SEM (certainly smaller than 1 count per second (cps) in pulse count-
ing mode but typically in the range of 0.1–0.01 cps) and has a large
variability (low counting statistics), a standard uncertainty that

represents 100% of the measured dark noise may be used for the ıDN
term. This can be regarded as a conservative estimate, but the con-
tribution of this uncertainty component to the overall uncertainty
of the measurement is, for all but the most extreme measurements,
inconsequential.

ned Faraday cup (FC) and secondary electron multiplier (SEM) detector analyses.

Value Recommended standard uncertainty

0 magnitude of correction itself
1 relative standard deviation of calibration(s)
1 relative standard deviation of calibration measurements
0 magnitude of correction itself or some fraction thereof
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A dark noise correction to the raw data is made by subtracting
he measured dark noise from the total measured signal. Accord-
ngly, the ı-factor for dark noise (ıDN) is incorporated in the

easurement function, Eq. (4a), by subtraction. For instance, the
alue of the standard uncertainty of the term ıDN applied to a n(U-
34)/n(U-238) ratio measured by FC-SEM multi-collector analysis
an be calculated by taking the quotient of the uncertainty in the
easured dark noise to the mean ion beam intensity for U-238

hroughout the measurement(s). Note that the values of the SEM
nd the FC signals have to be expressed in the same units (e.g., in
ounts per second or in Volt).

.3.2. SEM efficiency calibration (yield calibration, ıYield)
FC-SEM inter-calibrations, which are also called yield calibra-

ions, are normally performed by alternately measuring a stable
on beam (e.g., a Re beam from the sample ionization filament or a
eam of the most suitable isotope in the element being measured)

n a Faraday cup and the SEM. A number of replicate integra-
ions typically at an ion beam signal of 3–5 mV (equal to about
× 105–3 × 105 cps) are performed resulting in a mean SEM effi-
iency factor (values close to 1, typically expressed in percent,
.g., 97%) and an observed variability of this factor (e.g., stan-
ard deviation of the mean or standard uncertainty). This standard
ncertainty can be used directly for the inter-calibration ı-factor
ıYield) and will also include the baseline uncertainty of the Fara-
ay cup used in this procedure, which is significant due to the

ow signal (only few millivolts) on the Faraday cup. This method
f estimating uncertainty is often sufficient but has two major
eaknesses in that the observed uncertainty primarily represents

ariability due to measurement statistics and signal drift and fails
o encompass detector efficiency changes that might occur on the
ime scale of an actual multi-collector analysis. A more robust

ethod for estimating uncertainty for ıYield would be to measure
he FC-SEM inter-calibration repeatedly over the course of a mea-
urement campaign. For instance, over the course of a days work, an
nter-calibration can be performed before each measurement that
tilizes the FC-SEM combination. The standard deviation of these
easured efficiency factors probes the reproducibility and might

epresent a more reasonable estimate for uncertainty of any indi-
idual inter-calibration. Note that this is only true if the operating
arameters of the SEM (e.g., operating voltage) are not changed
ver the course of the measurements, because changing the SEM
perating voltage will result in a systematic change of the SEM effi-
iency as well. The FC-SEM inter-calibration correction (efficiency
actor) is applied to measured SEM data in a multiplicative way
division). So, for the purpose of the uncertainty evaluation, ıYield
an also be included in the measurement function, Eq. (4a), in a
ultiplicative way.
An SEM efficiency calibration can also be performed on a per-

ass cycle basis if a dynamic analysis method is used instead of a
tatic analysis. For this method of SEM efficiency calibration, one
ranium isotope of a suitable size is measured both using the SEM
nd a Faraday cup for each mass cycle throughout the measure-
ent [29]. The advantage of this method is that biases associated
ith short term drift in SEM efficiency will be avoided and uncer-

ainty associated with variability of the inter-calibration will be
aptured in the distribution of the measured values. Accordingly,
dynamic measurement that incorporates a per-cycle FC-SEM

nter-calibration significantly reduces the uncertainty of the SEM
fficiency factor if a sufficiently large number of cycles are observed.
n this case, a ıYield does not need to be incorporated into the mea-

urements uncertainty calculation.

.3.3. SEM non-linearity calibration (ıLDT)
Non-linearity in the response of SEM detectors is a result of

combination of dead-time effects and of other SEM non-linear
ass Spectrometry 294 (2010) 65–76

responses including memory effects and afterpulsing, which are
only partially understood. These effects are, to some extent, pro-
portional to signal intensity but can have opposing results. Where
dead-time causes a progressive decrease of detection efficiency
as ion beam intensity increases, other SEM detector behavior
has been observed to result in signal magnification [25,28,15].
Although it is possible to measure the electronic (“true”) dead-
time on an SEM [25] it is typically not possible or necessary to
resolve all the competing non-linear effects. Accordingly, if a detec-
tor non-linearity correction is applied to the data which combine
all non-linearity effects into a single value with an associated
uncertainty, then individual correction terms with their individ-
ual associated uncertainties are not needed. Also, discrepancies
between dead-time values measured electronically and measured
using isotope ratios have been observed, as well as negative
dead times, which are caused by a combination of dead-time and
other non-linear effects, which may include afterpulsing [28,25].
Hence, a single functionality that describes the observed non-
linearity behavior, i.e., all combined effects, will circumvent this
issue.

The magnitude of a detector non-linearity correction should be
derived from measurements performed on the particular detector
of interest. Richter et al. [28,32] and Hoffmann et al. [15] outline
procedures for characterizing SEM detector non-linearity, but there
is no unanimous recommendation for determining an uncertainty
associated with these corrections. Non-linearity correction factors
are generally determined by regressing a curve through the results
of a series of isotope ratio measurements performed on samples
with known ratios (e.g., reference materials) at intensities that
range across the SEM dynamic range. The equation for the curve
is then used to determine a correction factor for signal intensities
of interest. One way of estimating uncertainty for the correction
factor (i.e., relative uncertainty for ıLDT) is to apply the correc-
tion factor to the data used to generate the curve (e.g., reference
materials), normalize the data to accepted/certified values, and
then use the dispersion of the normalized values to calculate the
standard uncertainty associated with the non-linearity correction.
Although this method will capture potential variability associated
with the calculated correction factor, this variability may be domi-
nated by unrelated components associated with the measurement
(i.e., counting statistics, signal drift). This dispersion of the normal-
ized values also does not constitute the complete uncertainty of
ıLDT, because the (potentially dominating) contribution from the
uncertainty of the accepted/certified values, has to be taken into
account [32]. Furthermore, this method incorporates an implicit
assumption that detector non-linearity does not drift substantially.
Although it may prove impractical due to resource limitations, a
superior uncertainty evaluation would be to perform a series of
detector linearity measurement campaigns over a relatively short
period (perhaps 1 month). The standard uncertainty of the correc-
tion factor can then be calculated from the variability of a single data
set corrected by each of the individual determinations of the detec-
tor linearity. Calculating a non-linearity correction uncertainty by
this method assures that the uncertainty accounts for any temporal
drift in detector non-linearity as well.

Like the detector inter-calibration, the non-linearity correction
is applied by taking the product (or quotient) of the measured
SEM signal with the determined correction factor. Therefore, for
the purpose of the uncertainty evaluation ıLDT can be incorpo-
rated in the measurement function, Eq. (4a), in a multiplicative
way.
It should be noted that recent improvements in SEM detec-
tor technology might have effectively eliminated (at a standard
uncertainty level of <0.05%) non-linearity effects not related to
“true” dead-time [32]. If the previously documented non-linearity
effects have been eliminated in newer detectors, the electronic
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Table 6
Combined FC-SEM example: measured uranium atom ratios n(U-236)/n(U-238) for
6 sample filaments.

Filament n(U-236)/n(U-238)

Sample (aliquot 1) 0.0000114074
Sample (aliquot 2) 0.0000114102
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Sample (aliquot 3) 0.0000114030
Sample (aliquot 4) 0.0000114026
Sample (aliquot 5) 0.0000114015
Sample (aliquot 6) 0.0000114033

ead-time and associated uncertainty can be determined using
ulse-to-pulse timing measurements [25,32] or, with usually
maller uncertainties, using suitable isotope reference materials
32].

.3.4. Background corrections (ıBkgd)
See discussion on background corrections in the TE section.

.3.5. Peak flatness factor (ıSEM-Flatness)
In case of a frequent use of an SEM, its characteristics can change

ver time, e.g., the efficiency (see Section 3.3.2. SEM efficiency cal-
bration), peak-shape, and peak flatness can deteriorate. The peak
hape can also depend on the ion source focusing and is therefore,
o a certain degree, unpredictable during automatic measurement
equences where the ion beam focusing is performed periodically.
lso, the drift of the mass calibration in combination with poor
eak shapes can cause biases to isotope ratio measurements. This
an be taken into account for the uncertainty budget by introducing
SEM peak flatness factor ıSEM-Flatness with a value of zero (if addi-

ive) or a value of one (if multiplicative) and a standard uncertainty
etermined from peak shape investigations.

.3.6. Example
As an example for a combined SEM-Faraday cup measurement,

verification measurement of the reference material IRMM-075/2
ith a n(U-236)/n(U-238) isotope ratio of 10−5 is presented.

he IRMM-075/1-6 series is a set of reference materials with
(U-236)/n(U-238) ranging between 10−9 and 10−4, prepared
ravimetrically by mixing of enriched U-236 (>99.96%) and natu-
al U [33]. The n(U-235)/n(U-238) major isotope ratio is measured
eparately by UF6 gas source mass spectrometry and used here for
nternal mass fractionation correction. The n(U-234)/n(U-238) and
(U-236)/n(U-238) ratios are measured by TIMS (n(U-234)/n(U-
38) for the purpose of SEM yield calibration), U-234 is detected by
Faraday cup, U-236 is detected using an SEM in ion counting mode.
number of N = 6 filaments (i.e., aliquots) for n(U-236)/n(U-238)

re measured (RS,236/238meas); the numerical values to be consid-
red in this example are listed in Table 6. The SEM is equipped with
n energy filter (RPQ) to improve the abundance sensitivity. Iso-
ope U-234 is held at an intensity of approx. 2 mV on the Faraday
up, which is equipped with an amplifier with a 1012 � resistor to
mprove the signal-to-noise ratio. The signal on the FC for U-238 is
herefore about 36 V. For the mass fractionation correction factor
CF) (determined by UF6 mass spectrometry) a value of effectively
.0000 is used with and relative combined standard uncertainty
f uc = 0.025% (k = 1). The SEM-FC inter-calibration was performed
nternally using the U-234 signal by switching the beam between
C and SEM on a cycle-to-cycle basis. This results in a relative uncer-
ainty of u = 0.05% (k = 1) with ıYield = 1. For the SEM linearity factor
LDT = 1 a relative standard uncertainty of u = 0.05% (k = 1) is used
s well, stemming from linearity tests performed using reference

aterials with certified minor isotope abundances (e.g., IRMM-074

eries). A background contribution of about 1 cps at mass U-236
esults in a standard uncertainty of u = 5 × 10−10 (k = 1) for ıBkgd = 0
U-238 ion signal of 36 V = 2.2 × 109 cps). A SEM peak flatness fac-
or of ıSEM-Flatness = 1 is applied with relative standard uncertainty
ass Spectrometry 294 (2010) 65–76 75

of u = 0.03% (k = 1), accounting for uncertainties from peak shape
flatness of the SEM. It is taken into account twice: once for the U-
236 measurements using the SEM and once for measurements of
U-234 for the SEM yield calibration.

The result for the n(U-236)/n(U-238) isotope ratio (measur-
and RS,236/238) including the budget is listed in Table 7; it is
1.1405(22) × 10−5. Note that the expanded uncertainty (k = 2) is the
result of this numerical example; a slightly different calculation was
performed by [33]. For comparison, this is in good agreement with
the result obtained in a conventional Faraday cup measurement
of 1.1414(28) × 10−5 and the certified value 1.14160(40) × 10−5

obtained from the gravimetrical mass metrology (calculations not
discussed in his example). Note that the uncertainty components
from the SEM-FAR inter-calibration, the SEM linearity, and the SEM
peak flatness factor are significant in this case. Their ı-values do not
depend on the ion beam intensity of U-236 and therefore do not
depend on the value of the n(U-236)/n(U-238) ratio. Thus, for n(U-
236)/n(U-238) ratios larger than 10−5, this combined SEM-Faraday
cup method would not provide smaller uncertainties. Instead,
conventional Faraday cup measurements provide smaller uncer-
tainties due to the better signal-to-noise ratio using FC. On the other
hand, for n(U-236)/n(U-238) ratios below 10−5 Faraday measure-
ments without SEM are not advantageous any more because of the
small U-236 signal on the FC. Instead, combined SEM-Faraday cup
measurements are recommended using SEM for U-236 detection.
With decreasing U-236 count rates and n(U-236)/n(U-238) ratios,
the counting statistics (represented by the repeatability of the
internally corrected measurement results for n(U-236)/n(U-238))
and the background become the dominant source of uncertainty.

3.4. Calculation of percent atom and weight abundances and
atomic weight

The percent atom abundances (AtP234, AtP235, AtP236, and
AtP238, in unit percent), percent weight abundances (WtP234,
WtP235, WtP236, and WtP238, in unit percent), and atomic weight
(AtW) can be calculated from the measured isotope ratios using
well known mathematical relationships. They are presented here
exemplary for the four uranium isotopes U-234, U-235, U-236, and
U-238. The equations can easily be modified to include further iso-
topes (e.g., U-233) or uranium replaced by plutonium (or a different
element)

AtP23x = 100 × RS,23x/238

(RS,234/238 + RS,235/238 + RS,236/238 + 1)
{x = 4, 5, 6}

AtP238 = 100 × 1
(RS,234/238 + RS,235/238 + RS,236/238 + 1)

AtW = (AtP234 · AtM234 + AtP235 · AtM235 + AtP236 · AtM236 + AtP238 · AtM238)/100

WtP23x = AtP23x · AtM23x/AtW {x = 4, 5, 6, 8}

The (relative) atomic masses AtM234, AtM235, AtM236, and
AtM238 of the four isotopes are tabulated. It is noted here that, when
calculating the combined standard uncertainties (and expanded
uncertainties) of these quantities, the correlation coefficients can-
not be neglected and have to be taken into account. This is because

the isotope ratios (quantities RS,234/238, RS,235/238, and RS,236/238)
typically introduce significant correlations. This is of particular
concern when performing the reversed calculation, i.e., when cal-
culating isotope ratios from the known percent atom or weight
abundances (see for example Meija and Mester [19]).
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Table 7
Combined FC-SEM example: Uncertainty budget for the measurand RS,236/238. “�eff” denotes effective degrees of freedom, “c” denotes sensitivity coefficient.

Quantity Value Standard uncertainty (uc) �eff Distribution c Contribution

RS,236/238,meas 1.140467 × 10−5 0.000138 × 10−5 5 normal 1.0 1.6%
ıYield 1.000000 0.000500 50 normal 11 × 10−6 27.6%
ıLDT 1.000000 0.000500 50 normal 11 × 10−6 27.6%
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[36] M. Thirlwall, J. Anal. At. Spectrom. 16 (2001) 1121–1125.
ıPeak-Flatness 1.000000 0.000600
ıBkgd236 0.0 5 × 10−10

ıDN 0.0 7.2 × 10−12

CF235/238 1.000000 0.000250

. Conclusion

In the measurement sciences, a statement of uncertainty is
n integral part of a measurement result. Due to its merits, ISO
UM is a beneficial approach to uncertainty in measurement.

t improves the transparency of the uncertainty calculation, i.e.,
he calculation can be reproduced by others. GUM does not sep-
rate between random component and systematic component.
nstead, they are treated in a consistent logical way, which results
n one combined standard uncertainty value for the measurand.

result of the GUM uncertainty evaluation is the availability of
n uncertainty budget, which provides a feedback to the analyst.
t shows the relative contributions of each incorporated uncer-
ainty component to the combined standard uncertainty and,
herefore, allows better understanding, managing, and improv-
ng the measurement process. The total evaporation example
nd the conventional Faraday cup example clearly pointed out
he importance of incorporating the uncertainty of reference

aterials used for mass fractionation correction in TIMS isotope
atio measurements. In high-accuracy and high-precision mea-
urements the certified values with their associated uncertainties
ypically constitute the dominant source of uncertainty. For com-
ined FC-SEM measurements, a variety of uncertainty sources
ill need to be considered. The lower the signal intensity on the

EM the more significant some of these uncertainty sources will
ecome. The resulting uncertainty budget provides here a par-
icularly helpful inside into the relative contributions and which
ources need to be better controlled to improve the analytical
esults.

A discussion of the limitations of GUM should not be neglected
t this point. One of the limitations is that the combined standard
ncertainty of the measurand (and thus the expanded uncertainty)
ay be a poor approximation if the measurement function is non-

inear. In that case, higher order terms in the Taylor series expansion
f the law of propagation of uncertainty can be included [16]. Also,
he GUM does not provide a probability distribution for the mea-
urand. It is assumed that the distribution is approximately normal.
hese limitations of the GUM led to the development of Supplement
to the GUM, which discusses the use of Monte Carlo simulation

or that purpose (see Kacker et al. (2007) [17] for a more detailed
iscussion).

It seems appropriate to conclude this discussion on implement-
ng GUM to TIMS isotope ratio analysis with a statement so pivotal
o evaluation of uncertainty in all scientific endeavors where mea-
urements are preformed: “Although this Guide [i.e., ISO GUM]
rovides a framework for assessing uncertainty, it cannot substi-
ute for critical thinking, intellectual honesty, and professional skill.
he evaluation of uncertainty is neither a routine task nor a purely
athematical one; it depends on detailed knowledge of the nature

f the measurand and of the measurement. The quality and utility

f the uncertainty quoted for the result of a measurement therefore
ltimately depend on the understanding, critical analysis, and

ntegrity of those who contribute to the assignment of its value.”
16].

[

[
[
[

50 normal 11 × 10 39.8%
50 normal 1.0 0.2%
50 normal 1.0 0.0%
50 normal −7.6 × 10−6 3.1%
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